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EXECUTN&EIMMARY

The workpackage 5 of the PANOPTESEC prbgsthe ambition talelivera beyond stateof-the-
art Dynamic Risk Management Response Syptetotype, which will beintegrated asa centrepiece
of the globalSecurity Management Systamsearched in the PANOPTESEC project.

In this deliverable we give a synthesis and analysis of the dast®&xperiments that were conducted
within the implementation and refinement phases of the work pagi&ab Those testsnableto
verify that the DRMR®rototypesare working as expected regarding the Specialized Requirements
establishedduring the early specification phases of the project (SB8&.1.1 deliverablg. The
experimentatiors reported dso assess thir scalability and performance.

The tests and experiemt synthesises in this report allow assessing of the mainachievement of
the work package 5, whids anintegrated, verified and tested DRMRS at the Milestone 6 of the
project, whereas the initiaschedule expected to start the integration of tweork packageb sub
systemon the Demonstration System of the project at this milestone.

The producedDRMRSand its components provide sigmdant contribution beyond the statef-the-
art on Response SystesmSome of them already producedpapersfor valuable scientific venues
More of the contributions and experimentations synthessed in this deliverable will be exploited by
the PANOPTESEC Consortium as basic inputs to publish iscigapiérs to valuable journals and
conferences venues.
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ACRONYMS AND DEFIRNS

Tablel: Acronym List

AT e

ABE
ACEA
ACL
AGG
AGGTRQ
AN
ALBLF
ALE
ARC
ASO1HV
CEP

cS
CISUROME
CVE
DRMRS
EPIST
EAP
EAG
HOC
IAP

ICS

ICT

IDS

IPS

IMT

JS

LLC

MA

Automaton Based Engine

ACEA Sp.A.

Access Control List

Attack Graph Generator

Attack Graph GeneratayTactical Response Quantifier
Annual Infrastructure Value

AlcatetLucent Bell Labs France

Annual Infrastructure Value

Annual Response Cost

Attack Scenario 01 High Voltage

Complex Event Processing

Cosine Similarity

Universita Degli Studi Bioma La Sapienza
Common Vulnerabilities and Exposures
Dynamic Risk Management Response System
Epistematica SRL

Enriched Attack Path

Enriched Attack Graph

Highlevel Online Correlation

Instantiated Attack Path

Industrial Control System

Information and Communication Technology
Intrusion Detection System

Intrusion Prevention System

Institut MinesTelecom

Jaccard Similarity

Low Level Correlation

Mitigation Action
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MIM

PEP

PRS
P_LLC_FN
P_LLC FP
QA

QAM
QBE
RFIA
RHEA

RM

ROIA
RORI

RP

RRS

RTU

SPI

SR

SRD

STU
SUPELEC
SVN

UoL

WP

1-ED

Mission Impact Model

Policy Enforcement Point

Proactive Response System

Probability of raising False Negatives by the Low Level Correlator
Probability of raising False Positives by the Low Level Correlator
Quality Assurance

Quality Assurance Manager

Query Based Engine

Response Financial Impact Assessor

RHEA System S.A.

Risk Mitigation

Response Operational Impact Assessor

Return On Response Investment

Response Plan

Reactive Response System

Remote Terminal Units

Security Policy Instantiation

Specialized Requirements

Strategic Response Decider

Supervisor Terminal Unit

902t S {dAISNASAINE 5Q; f SOGNROAGS
Subversion repository

Universitéat zu Lubeck

Work Rackage

1- Edit Distance

Table2: Definitions

False negatives
False positives

WP5S

Alerts that are not emitted when an attack occurs
Alerts that are emitted when no attack occurs

The Work Package 5 dhe PANOPTESEC project in which the DRMI
researched, designed, implemented and experimented.
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1 INTRODUCTION

1.1 Context

This deliverablaeports on the realisation of a beyond statf-the-art Dynamic Risk Management
Response Systemrototype. This integation prototype is acentrepiece of the global Security
Management Systemresearched in the PANOPTESEC prdjext the PANOPTESEC Systag)
described ints High-LevelDesigndeliverable [D3.1.2]

1.2 Purpose
The purpose of thideliverableis twofold.

Gve a synthesis and analysis of the tests and verification that were conducted during the
implementation and refinement phases on each prototypes of the DRMRSystiam and the
integrated DRMRfrototype.

Report on the experimentation that was doneithin the work package 5n the DRMRS software
prototypes to assess their scalability and performance. The experimentation results and
measurements presented in this deliverable should be expldiethe PANOPTESEC Consortism
basic inpusto publish scienfic papers to valuable journals and conferences venues.

1.3 Scope

The scope of this deliverable includéee tests, verification and experimentations of prototypes
which implement the functional architecture of the Dynamic Risk Management Response System
and overs the Specialized Requirements reported in the [D5.1.1] deliverable.

The deliverable also reports on some preliminary experimentation of the DRMRSysen
integrated on the Demonstration test beaf the User Partner. This includes preliminary
expermentationwith components of theother work packages (e.g. work package 4).

The test and experimentation of the integrated DRM#&Sa compound of the global PANOPTESEC
Security Monitoring System is beyond the scope if this deliverable and should be @ portae
[D7.4.2] at the end of the project.

Note: Details of the PANOPTESEC Consortigroaph and the mapping of the work packdgsub
system (i.e. the DRMRS) in the glohaihitecture of the PANOPTESHSten can be found in the
Project Description oWork [DoW2013] and the PANOPTESER® HighLevel Design described in
the [D3.1.2 deliverable. Whereas, further details and background on@lyaamic Risk Management
approach are available in the [D2.1.1] Deficiency Analysis deliverable.

1.4 Document Strature
ThisD5.4.2deliverable is structured in the following manner:
Section 1 Introduction describes the context, purpose and scope of the deliverable.

Section 2 Methodology describes the methodology followed in the development of the deliverable

Setion 3 Dynamic Risk Management Response System Common Compagepatts on the tests,
verification, integration and experimentation of the software components common to
two treatment chains of the DRMRS sgystem

D5.4.2: Response System for Dynamic Risk Management Integration Prototype Report
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Section 4 Dynamic Risk Managemefesponse System Proactive Componeeisorts on the tests,
verification, integration and experimentation of the software components specific to
proactivetreatment chain

Section 5 Dynamic Risk Management Response System Reactive Compaepotis on the tests,
verification, integration and experimentation of the software components spedcific to
reactivetreatment chain

Section 6 Conclusionsummarizes the findings, results and recommendations.

Section 7 Referencegrovides a list of referems applicable to the D5.4.2 deliverable
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15/116



FP#610416PANOPTESEC

WWWw.panoptesec.eu

rj-"a
= PANOPTESEC

2 METHODOLOGY

2.1 Stakeholders

A group of stakeholders are involved in the frame of the WPS5, the Dynamic Risk Management
Response System (DRMRS) and the PANOPTESEC Project. The [D2.2.1] identifies extensively
stakecho NEQ OF GS3A2NASazr (23SUKSNJ gAGK FOU2NR GKIF G
Project. Several profiles and user roles, which are recalled after, are identified for these stakeholders
and apply in the context of the WP5. Some specific actorsctwhpply more specifically to the

DRMRS, are also specified.

Note: Those stakeholders are those initially identified in the WP5 Specialized Requirement
deliverable [D5.1.1].
WP5stakeholders

- Solution Providera Partner of the PANOPTESEC Consortium tlogioges scientific or
technical solutions for which he is skilled and recognized in his community, to fulfill one or
several of the objectives of the sidystem (e.g. Dynamic Risk Management Response
System) researched, designed and developed in the pwureiethe Work Package. Within
the WP5, UoL, GISROME, SUPELEC, IMT and ALBLF are identified as Solution Providers.

- UserPartner a Partner of the PANOPTESEC Consortium which provide to other Partners the
operational context and requirements (e.g. use esmsscenarios, experiment dataset and
test bed) and control the appropriateness of the solution proposed by Solution Providers to
this operational context and requirements. Within the WP5, ACEA is also involved as the
User Partner (i.e. User Partner of tRANOPTESEC Project).

- Work Package Leadea Partner of the PANOPTESEC Consortium that coordinate the work
between the other Partners involved within a Work Package, validate the produced results
according to the technical objectives of the Work Packageeasribed in the [Do\2013 to
ensure technical high quality, and enforce the schedule according to the 2068V Within
the WP5, ALBLF assumes the Work Package Leader role.

- Deliverable Editora Partner of the PANOPTESEC Consortium that organizes adihateo
the writing of a deliverable between the other Partners within a Work Package, validate the
contributions to ensure the technical high quality of the deliverable, and enforce the
schedule to respect the due date of the deliverable according to[D@A2015. For the
D54.2 ALBLF assumes the Editor role.

PANOPTESEC Project stakeholders

- Technical Project Managea Partner of the PANOPTESEC Consortium that manages the
technical work between the other Partners involved in the various Work Packaggsser
processes that ensure the smooth running of the technical progress, validate the produced
results according to the global objectives of the Project as described in the [DoW2015] to
ensure technical high quality and consistency, and enforce the teahprocesses and the
technical schedule of the project according to the [DoW2015]. After a decision bgttite
project Steering Committee in January 2016, the Technical Project Manager role is now
assumed by IMT.
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- ProjectCoordinator a Partner of the PMOPTESEC Consortium that Coordinate all the aspect
of the work between the other Partners involved in the Project, propose processes that
ensure the smooth running of the Project within the Consortium and outside the
Consortium, validate the produced retilaccording to the global objectives of the Project
as described in the [Do¥019 to ensure high quality, consistency and pertinence, and
enforce the processes and the schedule of the project according to the PDDYV IMT
assumes the Project Coordinatale.

Dynamic Risk Management Response System stakeholders

- Monitored System AdministratoA person who, for an organization, is responsible for the
inventory, deployment or/and configuration management of hardware and software
systems that compose the mdored system(s) on a day to day basis, with the focus to keep
the monitored system(s) running and fulfilling their missidnsthe context of theWP§ are
identifies more specifically two stitmles.

- Network Administrator A person who, for an organizati, is responsible for the
inventory, deployment and configuration management of hardware and software
systems that compose the monitored system(s) on a day to day basis, with the focus
to keep the monitored system(s) up and running.

- Security AdministratorA person who, for an organization, is responsible for the
inventory, deployment and configuration management of hardware and software
systems that compose the protection system(s) of the monitored systeamsa
days to day basis, with the focus of kempithe monitored system(s) secure
according to rules derived from a security policy established for the monitored
system(s) according to defined security objectives and policies of the organization.

- Business Owner/ManageA person with an executive levieinction within the organisation
interested in understanding the security status of the business (mission) processes and
possible business impact due to cyHagtacks. He or she is also interested in improving the
security level of the business he of shers/manages for it to better fulfil its missions.

Beyond the user roles defined in the [D2.2.1] for identified actors in the context of the organization
of the PANOPTESEC User Partner. An additional common user role in the security domain is
identified forthe WP5

- Security OfficerA person who, in an organization, is responsible of the security and the

management of security resources for monitored systems supporting missions and
businesses of the organization. In particular, in order to achieve histolgiebe usually has

the responsibility to establish security objectives and a security policy relative to missions
and businesses of the organization. A Security Officer is usually responsible for the
enforcement of a security policy on monitored systeonsder its responsibility. In the
context of the User Partner of PANOPTESEC, this role is carried out by Business
Owners/Managers.

Definitely, a last actor applies also to the DRMRS, even if it is not a stakeholds. gdreThreat
Agent Actor also calld shortly in the context of th&VP5

D5.4.2: Response System for Dynamic Risk Management Integration Prototype Report
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- Attacker a person, system or entity that performs advert actions on the monitored system
of an organization that bypass the security policy in order to gain unauthorized information
or privileges with the focus of haning the businesses or prevent the organization from
achieving one or several of its missions.

2.2 Dynamic Risk Management Response SyBesign
Functionaldesign

The first phase of design of th&/P5 Dynamic Risk Management Response System (DRMRS)
consisted m establishing afunctional design (i.e. functional architecture)and the Specialized
Requirements associated to each identifithctional modules and knowledga this functional
architecture.

This functional architecture of a Dynamic Risk ManagemenpdrRese System and the Specialized
Requirements are reported in details in the [D5.1.1] deliverable.

High-Leveldesign

In a second phase of design, the establisheakctional architecture of a DRMR®asdecompogd
into several Software Components that shouhdplement the identified functionsEach Software
Component covering a part, the totality or several functions of the DRMRS architeciardetailed

The resulting Instantiation of the DRMRfictional architecture and the functional specification of

the interfaces of each component composing it, were specified using the SysML formalism to comply
with the work package 3 process of specifying the global PANOPTESEC Systémvélighesign

(See [D3.1.2)

Components detailed design

A third phase of desigimad the purpose of specifying the detailed design of each component of the
WP5 DRMRS.

The specific paradigms of dgs adopted during this phase has betnprovide as much details,
description and specificatiofor each identified software component of dhWWPS5DRMRS that could
help the implementation phase.

2.3 Dynamic Risk Management Response System Components Implementation and Refinement

After the design phase the WP5 Partnersngagedthe development of the DRMRS sapstem,

which is the part of the PANOESEC Systd®ee [D3.1]2 researched within the work package 5.

I OO2NRAY3I (2 RSOAaAA2Yya 2F GKS tNepe2SOGQa { GdSSNX\
approach based on the scheduling of Sprints of 4 weédthough not formally followed, we

adopted a light AGIL approadamspired fromthe [Scrunp methodology.

¢CKS AYyAUGALffe aOKSRdA SR dlFala 2F AYLX SYSydlaazy
[Dow2015]were splitin eighteen Sprints up to the end of the WHRuUring the eighteen Sjts,

actions were scheduledll kinds of activiedor implementation, unitary testing, subystem

integration, experimentations and integration for components of the WP5 DRMRS and for the sub
system itself.

On a management point of view, the Sprints eéormalized in a Sprint Plan. Each Sprint ended with
a Review organized by the WP5 Leadacting asScrum Master during which the Producing
Partners demonstrated the progress on the expectation scheduled in the SprintTRlarReview
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usually occurredn presence of the Deputy Techniddhngerof the PANOPTESEC projecting as

Business OwngrAfter the Review, a period occurred to reschedule the activities of future Sprints. A

back log was also uséd rescheduleactivities that were not fulfilled athe expected Sprint Review.

CKS {LINAYd tfly 2F GKS 2tp ¢gSNB asoOfeSanddgnsdoled Ay | O
to deliver on time, first prototypes of the WP5 DRMRS components (i.e. at Milestone 4, 31 July
2015), second prototypes of the WHDRMRS components (i.e. at Milestone 5, 31 October 2015),

and a final integrated prototype of the WP5 DRMRS (i.e. at Milestone 6, 30 June 2016).

2.4 Dynamic Risk Management Response Sygmification &/alidation

During the eighteen Sprints of implementati and refinement phases, the WP5 Partners adopted a
continuous testing of their components, lightly formalized for demonstrating the progress on their
component of the DRMR&uring Sprint Reviews.

A more formal testing activity was also conducted in pekalin order to assess that software
prototypes released at each delivery Milestones (i.e. 5 and 6) cover their functional specification and
was working as expected.

A Verification & ValidatiorfV&V) process in three steps was then conducted over estabts
version of the software components delivered for each Milestone:

1. Requirement and design reviewuring every software project lifecycle, it is common to
have requirement changes and/or updates in the design due to the almaysasing
understanding othe functionalities and their challenges. As a consequence, a fundamental
da0SLI 0ST2NB LINRPOSSRAY3I Ay (KS GNBIfté¢ az2¥aél N
and nonfunctional requirements and the system design.

2. Test Cases definitioonce regirements and design are assessed, it is possible to proceed
with the definition of several test cases whose aim is to verify the software conformance
with respect to (i) its functional specification following from functional requirements and (ii)
its depbyment and any other nofunctional aspect following from nefunctional
requirements and design choices.

3. Test Executiarevery defined test case is finally executed, by using multiple inputs, to verify
the conformance of the actual results with respecthe expected ones.

The [Redmingd tool hasbeenpropery adapted and used as the online platformstore and manage
all details of the Verificatio& Validationprocess.

A V&YV report based on the results of the process has been produced at each delilesstpinvd with
the software prototypes.

2.5 Dynamic Risk Management Response Syisigration and Experimentation

The integration process in the WP5 followed an iterative approach decomposed in two steps.

In a first phase, each software prototypes were teste@rified and validated according to its
interfaces with the other components of the PANOTPESEC system. The behaviour and format of data
exchanged on each interfaces were tested individually with data produced by peer components (i.e.
otherinteracting conponents).

In a second phase Jthough the objective of the WP5 was to deliver a DRMRSsgatem to be
integrated in the PANOPTESEC system starting at Milestone 6 (i.e. June 20it)ratwely
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integrated and experimentedthe WP5 DRMRS components dilgctn the test bed of the
PANOPTESEC systerhis allowed organizing several experimentation sessions on the
Demonstration test bed of the User Partn@7.4.2](i.e. Emulation Environment of the projecin
order to do experimentation involving severabrmaponents on the two treatment cha(i.e.
proactiveandreactive of the WP5DRMR$ presence of attack scenarios

2.6 Synthesis of results

The approach has been to provida synthesisand analysisof the experimentationactivities
conductedduring each teting phase of the implementation and refinement phases of the \(fle5
V&YV, additional experimentations and integratiofihe tests and experimentations were designed
and executedwith the goal to produce the requiredneasurementsto feed experimentation
sectiors of scientificpapers that the WP5 Partnetsave submited (or will submit)to valuable
conferences/enuesand joumals.

Some of be tests and experimentations of this report were already inputtetivie scientific papers
published, presented oraepted in international conferences and journals

2.7 Quality assurance

2.7.1 Quality criteria

The QA in the PANOPTESEC project relies on the assessment of a work product (i.e. deliverable)
according to lists of QA checks (QA checklists) established by a QAlsltedalitia Consortium level
and centralized in the Project Handbook [PH15].

For the purpose of the QA of the D5.4.2, the deliverable MUST be assessed according to the
following checklist:

-  PEER REVIEW (PR) QA CHECKEIBS.1.1 deliverable is a reporttlien requires a proper
peer review according to the checks defined in this checklist;

Note: the QA checklist that the WP5 MUST uses during the QA validation process of the D5.4.2 is
available on the Project SVN htips://gotika.ifis.urk
luebeck.de/panoptesec/WP01/Project%20Handbook/Quality%20Assurance/QA%20Checklists
).

2.7.2 Validation process

For the final validation of work products (i.e. delrables) within the PANOPTESEC project, a final QA
review process MUST be used before the issuing of a final version.

This QA validation process follows the Quality Review Procedure established by the QAM and
validated by the Consortium in order to guates the high quality level of work products and to
validate its adequacy according to the defined quality criteria chosen and defined for each
deliverable (see SectioB.7.]). The Quality Review Procedure itsalid the selection of the QA
Review Committee are described in the PANOPTESEC Project Handbook [PH15]. It is specifically
detailed in a PANOPTESEC Quality Review Procedure document available on the Project SVN
(https://gotika.ifis.uri
luebeck.de/panoptesec/WP01/Project%20Handbook/Quality%20Assurance/QA%20Procedur
8).
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The QA validation process is scheduled in the QA SchigAl®1b managed i the QAM. And, the
detailed results obtained after the process took place are captured and stored in the Project log in a
Quality Review Summary Report also available on the Project $Wps:(/gotika.ifis.un
luebeck.de/panoptesec/WPO01/Project%20Handbook/Quality%20Assurance/QA%20Reports
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3 DYNAMIC RISK MANAGENT RESPONSE SYSTEGMMON
COMPONENTS

3.1 Attack Graph GenerateiThreat Risk Qué#fier (AGGTRQ)

The Attack Graph Generator and Threat Risk Quantifier (i.e-PAG&E software component is a
unified component that implements two functions of the global Functionethitecture of the
DRMRS:

- Attack Graph Generator function as describ@dSection 3.1.1 of D5.1.1, and covers the
corresponding established Specialized Requirements as defined in Section 4.2 of D5.1.1.

- Threat Risk Quantfier function as described in Section 3.2 of D5.1.1, and covers the
corresponding established SpecializedjiReements as defined in Section 4.5 of D5.1.1.

First, AGERQ calculates the exposure of the monitored system to threats. This is achieved by
calculating an Attack Graph, as a set of Attack paths. Each Attack path depicts an attack scenario that
starts fom a predefined entry point, and reaches to a critical machine in the system (monitored
system). This exposure is captured on two levels:

- Proactive level: AGBGRQ calculates attack graphs corresponding to all potential attack
scenarios for the monitored stem. Hence, the exposure of the monitored system is
captured regardless whether there are ongoing attack attempts in the monitored system.
This exposure is relevant to assess the proactive risk posture of the monitored system, which
characterises the rigarofiles of the monitored systems on the riohg term.

- Reactive level: AGEBRQ calculates attack graphs corresponding to observed and ongoing
attack scenarios. Hence, the exposure is captured considering detected attack events and
corresponding alerts dected by the intrusion detections systems. Such exposure is relevant
to assess the reactive risk posture of the monitored system, which characterizes the risk
profile of the monitored system on the shetgrm while considering ongoing and observed
attacks

Table3: Functions of the AGGEGRQ component on proactive and reactive levels

_ Proactive Level Reactive Level

Attack Graph Generation Calculates the potentic Calculates current exposure
exposure of the monitorec the monitored system
system considering ongoing attacks

Threat Risk Quantifier Derives the profile of potentis Derives the  profle o

risks of the monitored system immediate risks induced bk
ongoing attacks in  th
monitored system
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Figurel- Highlevel view of the AGGIRQ component design with its various interfaces

In order to conduct the Attack Graph Generation and Threat risk quantifier, the-TA&ES
components leverage thélission Graphproduced by the Mission Impact Module. Théission
Graphcontains needed information such as entry points, supporting assets (i.e. critical machines),
organizational model needed for the risk profile, etc.

The AGERQ retrieves theReachability Matrixirom the Reachability Matrix Correlator (RMC),
whichis a sub module of Data Collection and Correlation System. The reachability matrix depicts the
connectivity between the machines of the monitored system.

Furthermore, the AGGRQ retrieves two cruciflYPES QGRformation from Data Collection and
Correlaton System: (i) Th&ulnerability Inventon{fREAH) which depicts the vulnerabilities existing
on certain machines in the monitored system, and (i) ®eored Vulnerabilityvhich contains
technical characteristics & metrics conceming the vulnerabilities.

For the reactive part, and in addition to aforementioned input, the AG&) leverages instantiated
Attack Paths. This information is provided by the two High Level Online Correlators (HGHO)CAB
et QBHOC.

On the proactive level, the AGIRQ produces thdollowing output: Proactive Attack Graph
Proactive Risk ProfileThese output are by leveraged by the Strategic Response Decider (SRD) to
derive the best proactive response. Moreover, the AGR) producednriched Attack Graphbat

are mainly used by th¥isualization component and Higfevel Online Correlators (HOC).

On the reactive level, the AGRQ works tightly with TRD (for the reactive level) by delivering the
following output:

- Levelled Ongoing Attack Graphs response to a Risk Contract, remmetng the Attack
Graph corresponding to Attack Paths leading to risk levels above or equal the Risk Contract;
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- Residual Risk Profiles response to Abstract Response Plans, representing the level of Risks
on the Monitored System that may be reached wahcorresponding Abstract Response
Plan;

NOTE: Each of those interfaces has been strictly defined with regards to the format of the data and
the sequence of messages exchanged during a preliminary design phase of the Work Package 5
components before startip the implementation. As we adopted a light Agile methodology for
implementation, the design of the various interfaces have slightly evolved during the 18 Sprints we
had for implementing, testing, verifying, refining and integrating the TRD software canpon

3.1.1 Contributions

Traditional Risk Assessmeate rather organizational (businessvare) than technical, and enable
security officers to manage risks on the long run. However, both ICT systems and threat landscape
do not cease to evolve, and dynamic cylecurity management becomes paramount to address
potential breaches. The operational security management is based on technical processes, executed
by administrators who are not necessarily aware of organization's business and strategic aspects.
This gap btween technical and organizational levels renders traditional risks assessment methods
cumbersome and obsoleteThe AGERQ leveragea novel concept of Elementary Risk (ER) that
represents a quantum of risk for an organization. Composite R&Rsgnalde dynamic calculation

of risk posture while considering the system's stdtke theoretical and fundamental contribution is
presentedin:

Waél Kanoun, Serge Papillon, and Samuel Dulitlementary Risks: Bridging Operational
and Strategic Security RealmseBkentary, 11th International Conference on SigHahage
Technology & InterneBased Systems, Thailand, 2015.

3.1.2 Testing and experimentation strategy description
In order to test, verify and validate our AGRQ component, we devised a twofold approach:

- Casestudy based experimentation
- Emulated data based experimentation.

The first approach (i.e. castudy based) aims at experimenting the core functions of the ABQ:
attack graph generation, and risk profile assessment. For this objective, we devisedri gase

study which serves as synthetic data to validate our work and associated implementatiofT RGG
expected results are therefore established by a security expert, which will serve as reference in
order to evaluate the accuracy of the AGBQ. Suclsound reference cannot be obtained by
emulated data, since the expected output is beyond establishment by human effort. In other words,
establishing expected output manually by human expert on emulated data is tedious, cumbersome
and error prone.

The casestudy (depicted in below Figure) was devised as fine tuned compromise: a case study too

f I NBES 62y Qi 0SS dzaSTdAd & A-¢s@Bish&lby Ssériirfyrexpartdd@nlithdzi O vy
other hand, a case study too small/llimited will undemmine a genuirpeeémentation attempts.

Hence, the devised case study provides the best t@ffidoetween complexity and accuracy to

experiment the AGGRQ core functions.

The second approach relies on emulated data (provided via SVN), which represents realistic data of
the case study for the user (i.e. ACEA). This approach is used to experiment that eUIR&®@an be
fully integrated within the integration framework (and therefore with other modules). Furthemrmore,
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this approach is employed in order to verify that theGTRQ retrieves and exports data with other
modules as per prestablished models, formats, and exchange schemes.

These two approaches covers, in complementary fashion, the two major experimentation aspects
for the AGGTRQ. The first focuses on the canadtions of AGEGRQ, and verifies that output results

are produced correctly and accurately considering well mastered input. On the other hand, the
second focuses on the integration of the AGRQ with the rest of the modules, and all information
exchangeare performed correctly and timely fashion.

1 2

e

<
o l o

o Entry point

Terminal point
Other Machine

w

Figure2- Generic Cas&tudy used to experiment core functions of AGIKRQ

3.1.3 Individual component V&V
Since the AGGRQ results from the merge of the following components:
- Attack Graph Geeration (AGG),
- Risk Quantifier (RQU),
- Threat Impact Assessment (TIA), and
- Likelihood Assessment (LA).

In consequence, we verfied that each requirement of the aforementioned modules is covered by
our AGGTRQ. In order to verify a given requirement,estdt one test case is devises. Each test case
defined the test to be performed on the AGERQ in order to check whether the related
requirement is converged. When a test case is executed, a test execution is therefore created which
includes the exact inpuand output of the test. A requirement is covered when all test cases are
verified, which means that their corresponding test executions are satisfactory.

Broadly speaking, each requirement addresses one of the two following aspects of thReRGG

I.  The coe functions of the AGGRQ, which consists of (i) capturing the cyber exposure via
attack graph generation, and (ii) calculation of the risk profile.

II.  The integration of the AGGBGRQ with other components, and ensuring effective and
convenient exchange beeen such modules.
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states that theAttack Graph Generation MUST compute as accurately as possible, the possible attack
paths (i.e. direct and backtrackingttack paths), which an attacker could use by exploiting
vulnerabilities existing on devices (i.e. nodes) of each monitored system in the organization, from all
identified Entry Points up to all known Supporting Assets

In order to verify that our AGGRQgenerates a relevant, complete and accurate set of attack paths,

we proposed the test case WP5.AGG.R6.TC1. This test case consists of comparing the output of AGG
TRQ to a known reference (i.e. expected output) as established by other means. In thihease, t
reference output is established by a security expert manually relying on the same input provided to
the AGGTRQ.

Afterwards, we proceed by executing this test case and thus instantiating the corresponding test
execution (WP5.AGG.R6.TC1.TE1). The olgeditia test execution is to specify the exact conditions,
provided input, expected result/output, and actual result/output.

Provided input

A complete snaptshot, which contains the MissionGraph, ScoredVulnerability,
ReachabilityMatrix, and the MissionGraph related to the use case presented in the
previous section

Description

Upon receiving and processing the snapshot, the AGG - TRQ calculates the attack paths
list, and prints in the trace:
mars 29, 2016 4:36:20 PM com.alu.bl.alblf.scn.agg.Parse launchCalcul ation

INFOS: Attack Graph Generator [ CORE ] : recalculating the attack pathes
mars 29, 2016 4:36:21 PM com.alu.bl.alblf.scn.agg.Parse write OutputAttack GraphEdge Edges

Actual Result

The AGG- TRQ produced the following attack paths list:
AttackPath": [

{"a ttackPath_ldent" "1", "attackPath_Action": "new", "attackPathEdges": [ { "rank": 1,

"edge_ident™ "0", "vuln_rank": 1}, {"rank": 2, "edge_ident" "1", "vuln_rank": 1}, {

"rank": 3, "edge_ident": "2", "wuln_rank"; 1}, { "rank": 4, "edge_ident"; "3", "v uln_rank™ 1
1, {"rank": 5, "edge_ident": "4", "vuln_rank": 1 }], "likelihood" "0.152" },

"edge_ident™ "0", "vuln_rank": 1 },{ "rank": 2, "edge_ident" "1", "vu In_rank": 1}, {
"rank": 3, "edge_ident": "2", "wuln_rank": 1}, { "rank": 4, "edge_ident": "3", "vuln_rank": 1

{"attackPath_Ident": "3", "attackPath_Action": "new", "attack PathEdges": [ { "rank™ 1,
"edge_ident™ "0", "vuln_rank": 1 },{ "rank": 2, "edge_ident" "1", "vuln_rank": 1}, {

"rank": 3, "edge_ident": "2", "wuln_rank": 1}, { "rank": 4, "edge_ident": "3", "vuln_rank": 1

11, "likelihood™: "0.193"},

{ "attackPath _Ildent". "4", "attackPath_Action": "new", "attackPathEdges": [ { "rank": 1,

"edge_ident" "0", "vuln_rank": 1},{"rank": 2, "edge_ident" "1", "vuln_rank": 1}, {

"rank": 3, "edge_ident": "2", "wuln_rank™ 1}, {"rank™ 4, "edge_ident" "6", "vuln_rank" 01
}1, "likelihood™: "0.193"},
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{"attackPath_Ident" "5", "attackPath_Action": "new", "attackPathEdges": [ { "rank": 1,
"edge_ident™ "0", "vuln_rank": 1},{"rank": 2, "edge_ident" "1", "vuln_rank": 1}, {
"rank": 3, "edge_ident": "7", "wuln_rank": 11}], "likelihood": "0.263" },

"edge_ident" "0", "vuln_rank": 1},{"rank": 2, "edge_ident" "8", "vuln_rank": 1}, {
"rank": 3, "edge_ident": "5", "wuln_rank™": 1 11, "likelihood": "0.263" },

{"attackPath_Ident" "8", "attackPath_Action": "new", "attackPathEdges": [ { "rank": 1,
"edge_ident™ "0", "vuln_rank": 1 },{ "rank": 2, "edge_ident" "8", "wuln_rank": 1}],
"likelihood™ "0.415" },

{"attackPath_Iden t" "9", "attackPath_Action": "new", "attackPathEdges": [ { "rank™ 1,
"edge_ident™ "9", "vuln_rank": 1 },{ "rank": 2, "edge_ident" "1", "vuln_rank": 1}, {
"rank": 3, "edge_ident": "2", "wuln_rank": 1}, { "rank": 4, "edge_ident": "3", "vuln_rank": 1

{ "attackPath_Ident" "10", "attackPath_Action": "new", "attackPathEdges": [ {"rank": 1,

"edge_ident": "9", "vuln_rank": 1 },{ "rank": 2, "edge_ident": "1", "vuln_rank": 1} A
"rank": 3, "edge_ident": "2", "wuln_rank": 1}, { "rank": 4, "edge_ident": "3", "vuln_rank": 1

}, {"rank": 5, "edge_ident": "5", "wuln_rank": 1 }], "likelihood": "0.152" },

{"attackPath_ldent" "11", "attackPath_Action": "new", "attackPathEdges": [{"rank": 1,
"edge_ident"™ "9", "vuln_rank": 1},{"rank": 2, "edge_ident" "1", "vuln_rank": 1}, {

"rank": 3, "edge_ident": "2", "wuln_rank": 1}, { "rank™: 4, "edge_ident": "3", "vuln_rank": 1

}1, "likelihood™: "0.193"},

{ "attackPath_ldent": "12 ", "attackPath_Action": "new", "attackPathEdges": [ {"rank": 1,
"edge_ident™ "9", "vuln_rank": 1},{"rank": 2, "edge_ident" "1", "vuln_rank": 1}, {

"rank": 3, "edge_ident": "2", "wuln_rank™ 1}, { "rank™ 4, "edge_ident": "6", "vuln_rank": 1

L0 ikelihood": "0.193"},

{"attackPath_Ident": "13", "attackPath_Action": "new", "attackPathEdges": [ { "rank": 1,
"edge_ident™ "9", "vuln_rank": 1}, {"rank": 2, "edge_ident" "1", "vuln_rank": 1}, {
"rank": 3, "edge_ident": "7", "wuln_rank": 1 }], "l ikelihood": "0.263" },

{ "attackPath_ldent": "14", "attackPath_Action": "new", "attackPathEdges": [ {"rank": 1,
"edge_ident™ "9", "vuln_rank": 1}, {"rank": 2, "edge_ident" "8", "vuln_rank": 1}, {
"rank": 3, "edge_ident": "4", "wuln_rank™ 1 }],"l ikelihood™ "0.263" },

{"attackPath_ldent" "15", "attackPath_Action": "new", "attackPathEdges": [ { "rank": 1,
"edge_ident" "9", "vuln_rank": 1},{"rank": 2, "edge_ident" "8", "vuln_rank": 1}, {
"rank": 3, "edge_ident": "5", "wuln_rank™ 1 }],"l ikelihood™ "0.263" },

{"attackPath_Ident" "16", "attackPath_Action" "new", "attackPathEdges": [ {"rank": 1,
"edge_ident™ "9", "vuln_rank": 1 },{ "rank": 2, "edge_ident" "8", "wuln_rank": 1}],
"likelihood™: "0.415" }

1,
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Expected output
The AGEGRQ must generate the following list of Attack paths as per Expert expectation.
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Upon comparison between the Expected results to Actual results, we verified that the generated list
of attack paths, (outputAttackGraphEdgeO.json), corresponds to the list of attack paths as
established by an expt. Therefore, WP5.AGG.TC1.TE1 is passed. In consequence, the test case
WP5.AGG.TC1 and corresponding requirement WP5.AGG.R6 are verified successfully.

For each requirement, we devised at least a test case in order to verify whether we are covering the
requirement. Since AGBRQ components results from the merge of four previous components
(AGG, RQU, TIA, and LA), we addressed the requirements of these four component. We note that
because of such merge, some of the requirements are covered by design betbaysrelate to
internal aspects/calculation/treatment of the new components AGRQ.

3.14 Subsystem integration V&V

The AGERQ as central part in the DRMRS interacts with other componentsWi& (HOC, SRD
and TRD), and ex#@&/P5 such as MIM and DCC. Hherre for the subsystem integration V&V, we
adopted a testing approach similar to the individual component V&V, but focused on interface
features of the AG@RQ software component.
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Figure3- Interaction between AGGIRQand other components
Therefore test cases relating to integration features verify the following:

- the correct processing of formatted data at the input of the component: we relied on
formatted datasets produced by other components of the WP5 or components prodaoced
other work packages (e.g. MIM component of the WP4 for formatted Mission Graph, and
DCC of the WP4 for the Authorized Mitigation Actions);

- the behaviour of the TRD software component with regards to the input and output
interfaces with the IntegrationFramework (i.e. the main interfacing middleware of the
PANOPTESEC system).

3.15 Unovered Specialized Requirements

During the refinement phase, the four-eomponents AGG, RQU, TIA and LA were merged into one
new single component (AGTRQ). Such major modiftean of the global design of the PANOPTESEC
system was guided by the evolution of the understanding of the needs for such security monitoring
system, and to optimize process time and memory usage. This had some impact on the need of
some of the specifie@pecialized Requirement of the [D5.1.1], established at the beginning of the
project. Hence, some requirements were deprecated during the V&V process as presented in the
next table.

Requ Requirement

D Description Motivation of Depreciation

An interface is specified between AGEQ and
PAI modules in the highlevel design, but we
not specify the low lever design. We chose ni
to implement this requirement since the
component PAI has not been developed (as
was defined as an optional component by its §
2F NBIjdANBYSYia

The Attack Graph Generation MAY receive (e.g. from the Poten
Attack Identification Module) the list of nodes of a monitored
WP5.AGG.[ system that have been observed as source nodes of attacks, g

R11 which are not currently identified as Entry Points of currently
computed possible attack paths.

When the list of additional potential Entry Points associated to
monitored system has changed, the Attack Graph Generation M  This requirementis deprecated since the PA

WPRSSGG' compute, as accurately as possible, tlesgible attack paths (i.e. | (defined as an optional component by its set
direct and backtracking attack paths), which an attacker could | requirements) did not implemented associate|
by exploiting wulnerabilities existing on devices (i.e. nodes), fron feature.
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Requ
ID

Requirement
Description

Motivation of Depreciation

new additional potential Entry Points up to all identified Supporti
Assets associated this monitored systenf|.

WP5.AGG.
R13

The Attack Graph Generation SHOULD stop an attack pathg
generation process on request, before the end of the computati
of all attack paths fora monitored system.

This requirementis deprecated since the atta
graph generation algorithm is convenigntast,
and stopping the process is irrelevant. EacH
computation will then ever gantil the end
before the component can process a new on

WP5.AGG.
R16

The Attack Graph Generation MAY receive a list of additiona
previously unidentified vulnerabilitiesgpentially existing on nodes
of a monitored system which are not currently identified in the
regular vulnerabilities inventory, from a module of the PANOPTH
system responsible of the establishment of this knowledge

By design, AGBRQ is always capalidé
receiving the latest state of monitored systen
and corresponding vulnerabilities via the
ReachabilityMatrix.xml.
When new vulnerability(ies) are discovered o
one or several machines in the monitored
system, the ReachabilityMatrix.xml is update
accordngly and sent to the AGTRQ.
Subsequently, AGERQ considers read the
latest version of ReachabilityMatrix.xml @s pg
WP5.AGG.R2), and therefore considers thg
newly identified vulnerable machines.
These unidentified vulnerabilities are supposq
to be produced by the Potential Attackidentifie:
component, which has not been developed
since it is optional. The requirement, then,
cannot be fulfilled

WP5.AGG.
R17

The Attack Graph Generation MAY compute, as accurately al

possible, the additional possible attapaths (i.e. directand
backtracking attack paths), which an attacker could use by
exploiting (i) vulnerabilities existing on devices (i.e. nodes) (i) p|
the additional previously unidentified vulnerabilities potentially
existing on devices of a monited system, from all identified Entry
Points up to all identified Supporting Assets associated to thig
monitored system.

As per WP5.AGG.R8, AGRQ always
recomputes the list of attack paths considerin
the most upto-date version of the
ReachabilityMats.xml, including the case whe
new wulnerabilities are discovered on one o
several machines.
These unidentified vulnerabilities are supposq
to be produced by the Potential Attackidentifie
component, which has not been developed
since it is optional. Theequirement, then,
cannot be fulfilled

WP5.AGG.
R19

The Attack Graph Generation SHOULD protect the Vulnerabili
Inventory, the identified Entry Points and Supporting Assets, t
Reachability and computed possible attack scenarios of each sy
it monitors or protect, both within the process memory or during
theirextemal storage, from unauthorized disclosure.

AGGTRQ does not perform any storage
operation.
Concerning the protection runtime memory,
this requirement is deprecated.

WP5.AGG.
R20

The AttackGraph Generation MAY request necessary informatiof
exploitability (i.e. for each vulnerability: supposed protocols ol
ports, and supposed level of privilege required to exploit it; toget

with, supposed protocols or ports, and supposed level oflpgei

gained if successfully exploited) for supposedly existing
vulnerabilities on nodes of a monitored system, froma module
the PANOPTESEC system responsible of the establishment of
knowledge

This requirementis deprecated since the
relevant infomation will be pushed to the AGG
TRQ via the ScoredVulnerabilitylnventory jsq
and Vulnerabilitylnventory.xml files, and AGQ
TRQ does not need additional information.

WP5.RQU.
R7

The Risk Quantification MAY retrieve the risk crossing function t(
used tocompute a Risk level based on an impact value (e.g. g
computed by the Impact Assessment for each Detrimental Eve|
and, a Likelihood value assessed on a proactive or a reactive
perspective (e.g.as computed by the (Success) likelihood
assessment) fromhe PANOPTESEC module that manages th
knowledge

This requirementis deprecated since the

Mission Graph does not contain the risk cross|

function, which is not needed in any actual
computation of AGARQ.
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Requ Requirement

it Motivation of D jation
ID Description otivation of Depreciatio

The Risk Quantification SHOULD pcttthe possible and ongoing
attack scenarios, the dependency model entities (e.g. Assets

Supporting Assets, and Detrimental Events), and the various| AGGTRQ does not perform any storage
WP5.RQU. ; AN ;
computed values and levels of risks, both within the process operation.
R20 : ) . . ; .
memory and during their extemal storageorfin disclosure to Concerning the protection runtime mempry,
unauthorized module or user this requirement is deprecated.

The Threat Impact Assessment SHOULD protect the possible
ongoing attaclscenarios, the dependency model entities (e.qg.
WP5.TIAR Assets, _Supporting Asset_s, _and Detri_mental Events), a_nd the
8 computed impact characteristics associated to each Detriment
Events, both within the process memory or during their extemg
storage, from disclage to unauthorized module or user

AGGTRQ does not perform any storage
operation.
Concerning the protection runtime mempry,
this requirement is deprecated.

The Likelihood Assessment SHOULD protect the possible arf
ongoing attack scenarios, drtheir computed likelihood and succe
likelihood values, both within the process memory and during th
extemal storage, from disclosure to unauthorized module or us

AGGTRQ does not perform any storage
operation.
Concerning the protection runtime emory,
this requirement is deprecated.

WP5.LAR]]
4

In total, the AGETRQ has 64 requirements, among which 10 has been deprecated for the reasons
stated in the table above. Such relatively high number of deprecated requirements results from the
merger of AGG, RQU, TIIBA into a single component AGRQ. The deprecated requirements
covered data exchange between the old four components. Thus, the merge rendered these
requirements obsolete.

m Covered
Requirements

Depricated
Requirements

Figure4 - Repartition of Covered vs Deprecated regaments of the AGGTRQ

3.1.6 Additional experimentations

We conducted a thorough experimentation usidgta retrieved from scans in the Emulated
environment. Adataset is composed of several files which are formatted as currently specified in the
project SysML dggn project

- A Reachability Matrix XML data file, produced from the Simulation Environment
configuration= (i.e.ReachabilityMatrix

- A Vulnerability Inventory XML data file, with the vulnerabilities collected on the Simulation
Environment(i.e. VulnerabiityInventory).
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- A Mission Graph JSON file, which enslbteget the possible Entry Points and the devices
that are important for the Business Processes of the organization simulated in the
Simulation Environment.

- A Scored Vulnerability Inventory JSON ,filith the exploitability and difficulty
characteristics of the wulnerabilites in he& Vulnerability Inventory file (i.e.
ScoredVulnerabilitylnventojy
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Figure5- Original dataset vulnerability exploitation graph with Entry Pdsand Critical Devices

First, we assess the order of magnitude of the attack paths that would be generated by our
exhaustive generation algorithm based on the vulnerability exploitation graph presenkgureb.

From atheoretical point of view, this graph actually is formed of 16 nodes fully meshethé¢
centre of the graph).

If we consider the sources (i.e. Entry Points) and the target (i.e. Critical Devices) are agsng th
nodeswe are looking at a combination d#! = 87178,291,20Qpossibilities for thelongest paths

only. If the source is outside of this group of 16 fully meshed nodes and still connected to all of the
16 nodes (i.e. in one direction only, so the source node is not fully meshed with the others), we are
looking at 15 times more. This is just a number of all possible combinations for a connection.
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Additionally, we have to take into account the fact that each connection has 2 possible
vulnerabilities. In term of attack paths, it means that the numbers shoaldnultiplied by a factor
2714 for the first case, and 2715 for the second case. We note that the mathematical exhaustive
calculation is not adapted to full meshed or even strongly connected network.

We then proposed and implementediast optimization of the Attack Graph Generation algorithm

- We took into account the fact that an attacker witltra@oté access on a machine has at least
all the exploitation possibilities of an attacker with a simfiise | OOS aa &

- In ourvulnerability exploitation graph.@. connection graphof Figure5), if an attacker could
go from the machine/deviceA to the machine/deviceB gaining arooté privilege on the
machine/device B, we created a possible connection between the namethe graph
repreenting the machine/devicé\ (i.e. denoted node A in the rest of the papemd the
nodeNBLINBASYGAy3d (KS MWOMOKANERIRESHADSOA PFR GRS G2
the rest of the paperput also a possible connection between the node A and thdeno
NEBLINBASYGAYT (KS VYde®KLNAEORESHOS 64 0BPIRSH20S
rest of the paper) This iscorrectfrom a mathematical exhaustiveoint of view;, but useless
from our security/risk perspectivas all the possibiliies ofnaattacker with éuse privilege
are induded in the possibilities ohaattacker withcrooté  LINATHenf #She Haths that
gothrough a node B/user would be also expressed itiode B/rootin another path.

- The optimization we did is that when an attackean go from the node A to the node B
gaining airoote privilege on the node B, we creagepossible connection between tmede
A and the node B/root only.

3.1.6.1 Analysis of Attack Graph Generation after first optimization

We conduct an experimentation fdhe first optimisation we proposed on the original datasd&he
vulnerability exploitation graph with Entry Point and Critical Devigeserated by the new
visualization feature of the AGTGRQ component is representedHigure6.

On this datasetthe optimization works perfectly as we have only vulnerabilities that géad2 2 (i ¢
access in the original Vulnerability Inventory file. Hence, the first optimization lowers the possible
combinatory to only the nodes of the graph representithng machine/devices of the Simulation
OYDBANRYYSY(l 6AGK GNR20G¢ LINAGAE SISO

This reduces the vulnerability exploitation graph to a full mesh of 8 machines. And, based on the
Mission Graph used for the experimentation, we have 4 targets among them. We alsozha
sources outside of the group of 8 fully meshed nodes, but those 2 nodes reaclofetheh8 nodes

of the fully meshed groupFor a couple of [source; target] in this condition, the number of
connectionpaths in the graph that should be foundfora®iy f Sy3iK ayé Aa (GKSyY

A

(1) 06 awQi A

Which means that the total number of paths generated should be:

(2) Y 0&DIG Qi B A

A
The total number of attack path with the original dataset should then be:

() "Y£& OEXG QI =1+7 +42 + 210+ 840+ 2520+ 5040+ 5040 = 13,700
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As we have 2 sources and 4 targets, we are looking at a number of connection paths (we will call
GOf dzZAGSNBR LI GKé Ay GKS NBald 2F (GKS LI LISNDL 2F 6
connection paths (i.e. clustered paths).
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Figure6- Original dataset vulnerability exploitation graph with Entry Points and Critical Devices
using the first optimization

Experimental results
Here after is a trace of the AGIRQ component showing the result after the computation of the

Attack Paths:

time:11.412s longest path:8 clusteredpathes:18968@ PathNumbner:178179653 PathNumbnerForCorrelators:13665824 nb of path filtered:e
paths(1 hop)=8 paths(2 hops)=56 paths(3 hops)=336 paths(4 hops)=168@ paths(5 hops)=6728 paths(6 hops)=20816@ paths(7 hops)=48328 paths(8 hops)=48328 paths(9 hops)=0

We find 109,600 clustered pathsTaking the combinatory of vulnerability, we reach a number of
17,017,968 Attack Pathd'he multiplication factor is around 155, which bring an average of 128=2"7

possibilities, which is consistent with a les path of 9 nodes (8 hops) in this case.
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3.1.6.2 Analysis oAttack Graph Generation after second optimization

In the modified dataset, the two vulnerabilities specified in the Vulnerability Inventory only enable
G2 3JFAY adzaASNE LINR @A f db IBich they ad KrEsenRib B SirSutatol | OK A y
Environment.

Using this modified dataset, the AGRQ produced the vulnerability exploitation graph, including
the Entry Points (i.e. source nodes) and Critical Devices (i.e. target nodes), is preseheefigure
below.
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Figure7- Modified dataset vulnerability exploitation graph with Entry Points and Critical Devices

The new vulnerability exploitation graph is simpler than the original dataset. Nevertheless, the core

of the graph isstill composed of a group of fully meshed nodes. We can also remark that a source
node (i.e. a disk circled in orange) is linked in the graph with another source node.

Experimental results

Here after is the AGGRQ componerbutput logshowing the resuk after the computation of the
Attack Path®n the modified dataset

time:6.344s longest path:8 clusteredpathes:62628 PathNumbner:9116768 PathNumbnerForCorrelators:73@2912 nb of path filtered:@
paths(1 hop)=8 paths(2 hops)=52 paths(3 hops)=288 paths(4 hops)=1328 paths(5 hops)=488@ paths(6 hops)=12960 paths(7 hops)=23@4@ paths(8 hops)=2016@ paths(9 hops)=@
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With the modified dataset, the AGTRQ implementing the first optimization finds 62,628 clustered

paths. Taking the combinatory of vulnerability, we reach a number of 9,116,768 Attdtk Pat

. @ OKIFy3aAy3d (GKS LINAGAf SIS 0O02yaSljdSyO0Sa 2F¥ GKS
then notice that less Attack Paths are generated. Actually, this is due to the behavior of the AGG
TRQ generation algorithm which implements an hdigithat considers that a node device/machine
GKAOK A& O2YLIN2YAASR gAGK aNR23G¢ LINAGAESAS KIa
to which it is linked with a maximum connectivity even if only few protocols or TCP/IP ports are
available inthe Reachability Matrix. This heuristic is classically considered in the Attack Graph
Generation literature. But, whereas it enables to find more possible Attack Path, it usually over
evaluate the number of Attack Paths. It is usually a perfectly validthgpis when considering a
pessimistic exposure situation when adopting a Risk Management approach.

When analyzing the produced Attack Paths for the modified dataset, we notice that there are some
paths which start with edges that hop from one source tother source. While perfectly valid and
appropriate on a graph theoretical point of view, those edges are useless in an ICT security and Risk
Management perspective as we consider the source as being already compromised in Attack Paths.
We have them impleented asecondoptimization that gets rid of all the paths starting with edges

that hops from a source to another source.

With the second optimization implemented in the AGRQ, the component generates what we call
now aggregated clustered path and aggregl Attack Paths.
Experimental results with second optimization

Here after is theoutput log showing the resukl after the computation of the Attack Pathmn the
modified dataset using the AGERQ component implementing the second optimization

time:1.884s longest path:8 clusteredpathes:23484 PathNumbner:2431136 PathNumbnerforCorrelators:18816@@8 nb of path filtered:@
paths(1l hop)=8 paths(2 hops)=52 paths(3 hops)=264 paths(4 hops)=185@ paths(5 hops)=336@ paths(6 hops)=728@ paths(7 hops)=864@ paths(8 hops)=288@ paths(9 hops)=0

With the modified dataset, the AGGRQ implementing the second optimization (i.e. additionally to
the first optimization) finds 23,484 aggregated clustered paths. Taking the combinatory of
vulnerability, we reach a number of 2,431,136 aggregated Attack Paths.

The second optimization reduces the number of produced Attack Paths with a noticeable factor
(2.66 for the clustered paths, and 3.75 for the Attack Paths), which is a satisfactory performance in
term of number of paths to consider.

Similary to the first optirization, this second optimization impairs the exhaustiveness of the Attack

Paths list generated in a graph theoretical perspective. On an ICT security and Risk Management
perspective, it does not impair the value of the Attack Paths generated by theTARG@omponent

OADPSD® ¢S R2Yy QG YAada lye RIEY3ISNBdza FdaGF O]l aoSyl N

3.1.7 Integration in ACEA Emulated Environment

The AGERQ was successfully integrated in the ACEA Emulated Environment. For the proactive
plan, the AGE'RQ was able to process the scan (MissiopligrReachability, Scored Vulnerabilities

and Vulnerability Inventory) of the Emulation Environment and generate the corresponding attack
graphs.

On the reactive counterpart, the AGIRQ was able to process the Instantiated Attack Paths, and
generate accdatingly the instantiated attack graphs. We noted each time the attacker progresses
and a new IAP is sent to the AGRQ, the size of the instantiated attack graphs decreases. This is
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due to the fact that with each IAP, the attacker is getting closer to ghpporting assets, and
therefore reducing the number of potential attack paths.

3.2 Response Operational Impact Assessr{iRGtA)

A response operational impact assessment (ROIA) is used to assess potentials of collateral damage
onto a company and their assa@d business processes. It is a subcomponent of the mission impact
module (MIM). The MIM is part of work package 4 (WP4). In order to perform an assessment it
requires information from a shallow network dependency analyzer (SNDA), the network inventory
processor (NIP), and, for some methods, from the wvulnerability inventory processor (VIP) and
vulnerability database processor (VDP). All of these components are part of work package 4, but the
ROIA component is associated with WP5 for legacy reasons.

In this section we briefly describe testing, experimentation, and integration strategies and results.
For any further details, please refer to the corresponding documents of WP4, ndiindl$,1 and
[D4.3.2.

3.2.1 Testing and experimentation strategy description

In order to verify the functionality of the ROIA and in order to assure the validation of obtained
results, we use a three step approach.

1) Code inspection tests, identifying crucial regions of code providing and fulfilling specialized
requirements. This is udeto assure that mathematical principles are correctly embedded,
which are required by Step 3.

2) Automatic testsFunctionalsyntactictests testing correct syntactic behaviour when given
syntactically correct input datd&unctional behaviour tests, testirthe intended behaviour
and reaction to spedcific kinds of input data. All of these tests are automatecsibg dinit
test and a direct API tpRedming , i.e., the central Panoptesec project verification and
NBlj dzA NBYSy (i & Q dycumehtaié YoslyEvery fuy &d result is automatically
reported to[Redming in a test execution of an associated Junit test.

3) Semantic tests, testing the usefulness and correctness of obtained results by the MIM and
ROIA component. The MIM and RQi#& based on gorobabiistic graphical modelvhich
provideslocal semanticshat allow validating individual parameters. Based on probabilistic
inference we assure that obtained results are validated as We¢dl.describe this approach
deeply in[D4.3.2, in a journal article qurrently under review) given in Appendix E of
[D4.3.2.

3.2.2 Individual component V&V

Code inspection tests regarding the ROIA component have been conducted by an independent
partner of WP4 not in charge of development of the MIM, ROIA or SNDA componentifs$issare

documented in[Redming under the following test case IDIC.WP5.ROI.R1.1, TC.WP5.ROI.R2.1,
TC.WP5.ROL.R4.1, TC.WP5.ROIL.&WTC.WP5.ROI.R7.1

All test cases were executed successfully, and show that the ROIA assessment was implemented as
intended from a code presence perspective.

Automatic tests have been conducted on artificially generated datasets, beyond the complexity of
the ACEAuse case. Artificial data was used to precisely test individual behaviour. Thesadhsie
TC.WP5.ROI.R3TC.WP5.ROI.R1.RZIZ.WP5.ROI.R5&hd TC.WP5.ROI.R1.R2.3
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All test cases were executed successfully, and show that the MIM component behaves as expected
for ROIA.

Semantic tests have been conducted Ti€.WP5.ROI.R4t8sting the accuracy of an empled
approximation algorithm and’C.WP5.ROI.R@dsting the linear scalability of a ROIA. See further
Section3.2.5

3.2.3 Subsystem integration V&V

The subsystem of ROIA is part of WP4, as explained in the introduction and efareexplained in
deliverabledD4.3.1 and[D4.3.2. For reference, we outline results in Secti®2.6

3.24 Unovered Specialized Requirements

As evident from[D4.3.1, from[D5.4.], and from Sectior8.2.2all specialized requirements of the
MIM and ROIA components are fully covered.

3.25 Additional experimentations

Various scalability, performance and accuracy tests have been executed on the ROIA evaluation,
MIM, and SNDA components. All of them are dgefaiscribed in Appendix E [@4.3.2.

In particular, we show that an employed approximation algorithm is verified against exact inference
and provides an expected convergence depending on specific parameters. The latter has also been
documented in TC.WHB0I.R4.2. Moreover, we show the linear scalability of a ROIA, i.e., that the
computation time required for one ROIA evaluation scales at most linearly with each parameter in
various experiments. For these experiments we use artificially generated datodoge test sets

way beyond the complexity of theGEAenvironment. In particular, we show the scalability beyond a
network consisting of 400 000 dependencies, i.e., dependencies between individual resources, which
is the most deciding parameter of compigxin our approach.

3.2.6 Integration in ACEA Emulated Environment

The deep integration of NIP, SNDA, MIM, ROIA and the PM is descrifi2d.32, Section 5. In
particular, all five components are integrated and running inside tG&Aenvironment, from which

we extracted two results: a mission dependency model (MDM) and a resource dependency model. A
mission dependency model was created and validated by business experts tG EADKtribucione
division from a production perspective. The process of thiessidbed ifD4.3.2. As the integration

Ad NHzyyAy3a 2y Syddgd I GAz2y RIFEGEY YR GKS a5a A&
complimentary to each other. Furthermore, we automatically leam and generate a resource
dependency model (RDM) idefying individual dependencies between devices. For example, a RDM
identifies dependencies of a weterver on a databasserver. A generated RDM was presented to

an external IT consultant to @QEA and validated to represent the infrastructure of C&A
Distrbucione.

A visualized demonstration of MDM and RDM is given in the folloiiguge8. In this figure ACEA is
represented in dark green, critical devices are highlighted in green, while business functions are in
blue and businesgrocesses in orange.
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Figure8- Visualized dependency and mission dependency maaeitractedfrom running
Integration Framework inside ACEA Distribucione

Moreover, we demonstrate and evaluate the merits of multiple assessmasitde the RNOPTESEC
framework. Response plans are proposed by the strategic and tactic response decider (cf. following
sections). In particular we demonstrate and evaluate the symbiosis of SRD and ROIA in a paper
FOOSLIWISR 4 ! wo{ rofiwtigatiod aliohsiBasgdron Bifascial Sutdl iDpeRatonal
LYLJI OO ! aasSaaySiila this papet, dgive 8sCain M@oyndix F[D#.3.2, we
demonstrate how response plans are selected based on an unweighted bestraoise from
multi-dimensional assessments.
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4 DYNAMIC RISK MANAGENIT RESPONSE SYSHEMACTIVE
COMPONENTS

4.1 Strategic Response Deci@8RD)

The Strategic Response Decider (SRD) consists of a proaatiegementsoftware component that

maps detrimental evets and attack graph evidences (reported by the ATGR&®) component) to
potential attack scenarioand proactive conditions that wenereviously definedasstrategic policies

by the security officers of the organizatiolhe design of the SRD interfaces anotd-somponents

has evolved during the implementation phases of the projéaure9 depicts the current status of

the highlevel view of the global SRD component design. It encompasses the necessary interfaces
and subcomponents © address the requirements defined for the Strategic Response Decision (cf.
Section4.1.3 SRD component) and Security Policy Instantiation functions (cf. Section 4.1.3,-SPI sub
component) of the global Functionalrdhitecture of the DRMRS (i.e. Dynamic Risk Management
Response System) sgigstem, as defined in Sections 3.3.1 and 3.3.2 of [D5.1.1]. It also covers the
corresponding established Specialized Requirements defined in Sections 4.5.4 and 4.6.1 of [D5.1.1]
for the calcuation of response financial impact assessment (cf. Sedtib® RFIA suoomponent).

«reference»
=: StrategicResponseDecider

Bl sin: EnrichedResponsePl

Bl cin: AuthorizedMitigationActi

Bl jn: AbstractDefaultSecurityPol

Bl in: AbstractResponsePolicyCont(

Bl = in : Networkinvento

Bl cjn: ReachabilityMatr

Bl = in : RiskProfil

&l cout: EnrichedResponsePl:

Bl cjn: MissionGrap

Bl Gin: AttackGrap

Figure9 - Strategic Response Decider Inputs and Outputs

The goabf the SRD component is anticipate the occuence of potential attack It conducts an
initial evaluation of the reported proactive evidences based on a quantitative metric, hereinafter
referred to as RORI (Return On Response Investment). The SRD component evaluates and selects
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mitigation actions fom a pool of candidates, by ranking them in terms of RORI values. The higher
the RORI value associated to a mitigation action, or to a combination of mitigation actions, the
higher the associated ranking. The purpose of this process is to preselectfsetsnbined
mitigation actions that are identified as optimal from a financial perspective and propose them to
reduce the risk of threats against the monitored system. Preselected sets are sent Resippnse
Operational Impact Assems (ROIA) and to the iSualization Environment, prior their eventual
deployment over the monitored system.

4.1.1 Contributions

The process undertaken by the Strategic Response DdS8&Dextends initial work reported ithe
following publication:

G. GonzalezGranadillo, M Belhaowane, H Debar, G Jacob RORIbased countermeasure
selection using the OrBAC formalisninternational Journal of Information Seanrity,
Springer,13(1):6379, February2014

The approaclproposes the combination of authorization modelsd quantitative metrics, for the
selection of mitigation actions. The actions, modeled in terms of contextual rules, are prioritized
based on ecostsensitivemetric that extendsthe return on investment(ROI) concept. The goal is
finding an appropriatebalance betweerihe financialdamagesassociated to a given threaind the
benefits of applying some mitigation actions to handle the threat, with respect to the loss reduction.
The RORI metric addresses such a goal. It is calculated for each mitigation actimnding to
following expression:

000YD 07Y0

0'YO0 Ow

where ALEAnnual LosExpectancy) refers to th&nancial cost expected from the threatjn the
absence ofpplyingmitigation; RM RiskMitigation) estimates theeffectivenessand coveragef an
action in mitigatinghe threat; ARCAnnual Response Cosixpresses thexpectedcostof applying
the mitigation action and AlIV Annual Infrastructure Valjas a fixed cost associated to the system
infrastructure(e.g.,cost of equipmentservicesgetc.), regardless applying or not mitigation

pTT

With regard to the previous publication, a first improvement has been to enhance the Risk
Mitigation (RM) function of the RORI expression. The waoggorted in the following two
publications:

G. Gonzalegranadillo, J. GarciAlfaro, E. Alvarez, M. BBarbori, H. Debar. Selecting
optimal countermeasures for attacks against critical systems using the Attack Volume
model and the RORI index. Computers and Electrical Engineering, Elsevier, 47(2634):13
October 2015.

G. Gonzalegtranadillo, J. Garcidlfaro, H. Debar. A Polytopbased approach to measure
the impact of events against critical infrastructureslournal of Computer and System
SciencesElsevier, March 2016.

extends the concept oattack surfaceused in previous veions of the RORI metritt identifies
authorization and contextuatimensions thatmay directly contribute to theexpositionof system
vulnerabilites. New properties associated to the vulnerabilitiegch as temporal conditions (e.qg.,
granted privilege only during working hours), spatial conditions (e.g., granted privileges when
connected within the company premises), and historical conditions (e.g., granted privileges only if
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previous instances of the same equivalent events were already condu@dpw be included and
combined with the RORDbstsensitive metric.

The adaptation of the selection procedsmsed on financiahnd operational assessment functions
has been presenteth the following publication:

G. Gonzalegranadillo, A. Motzek, J. GeeAlfaro, H. Debar. Selection of Mitigation
Actions Based on Financial and Operational Impact Assessmehith International

Conference on Availability, Reliability and Secur(\RES 20165alzburg, AustriaAugust

2016.

which reports the combinatiorof both assessment approaches, over a representative set of
mitigation actions. The combination, based on a mdilthensional minimization proposal, proposes

the choice of serbptimal responses that, on the one hand, bear the highest financial attraessen

on return on investment; and, on the other hand, bear the lowest probability of conflicting with the
2NBFYAT FGA2Yy Qa8 YAdarzyad ¢KAA A& aSSy a o0SyS¥Ti
where highly critical missions and resourcesismbe protected, without sacrificing missions in

favour of security.

4.1.2 Testing and experimentation strategy description

The testing and experimentation strategy consists on demonstrating the accomplishment of the
different functional and nodunctional requrements that have been defined in the project. This
leads to the individual and integration V&V activities. More spedcifically, we focus on defining a set of
tests that are conducted to verify that each requirement is covered by the SRD implementation.
These experimentations cover two main aspects: code inspection and test execution for functional
and nonfunctional requirements.

Strategic Response Decider (SRDhe functional requirements addressed by the SRD are the
following: The SRD evaluates the liaft mitigation actions per potential attack, and obtains the
corresponding RORI value (Requirement SRD.R1), The SRD requests the RORI evaluation for every
mitigation action with the inputs provided by the impact assessment (Requirement SRD.R2), The SRD
determines a threshold to be used as a reference point to select candidates to be combined
(Requirement SRD.R3), The SRD evaluates combined mitigation actions that can mitigate a potential
attack, with respect to their RORI index (Requirement SRD.R4), ThedeEls approval from the

security administrator before deploying the mitigation actions (Requirement SRD.R5).

The nonrfunctional requirements addressed by the SRD are the following: The SRD evaluates
combinations of mitigation actions within minutes (Regment SRD.R6), Communication with
other components is encrypted and authenticated (Requirement SRD.R7), and The SRD ensures the
security of resources associated to the evaluation process in terms of storage and computation
(Requirement SRD.RS).

Responsd-inancial Impact Assessor (RFIARe functional requirements addressed by the RFIA are

the following: RFIArovides financial loss considering both the consequences incurred by attacks as
well as those provided by mitigation actions (Requirement RFITR&)RFIA provides the annual loss
expectancy (ALE), the Annual Response Cost (ARC), the Annual Infrastructure Value (AlV), and the
Risk Mitigation (RM), as required for the RORI computation (Requirements RFI.R2, RFI.R3, RFI.R4,
and RFI.R5 respectively).

The nonfunctional requirements addressed by the RFIA are the following: The RFIA determines
combinations of mitigation actions within minutes (Requirement RFI.R6), Communication with other
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components is encrypted and authenticated (Requirement RFI.R7)RAFKe ensures the security of
resources associated to the evaluation process in terms of storage and computation (Requirement
RFI.R8).

Security Policy Instantiation (SPIYhe functional requirements addressed by the SPI are the
following: The DRMRS usentextual security rules defined in terms of policy violations
(Requirement SPI.R1), The SPI uses contextual policy representations for the activation of rules
(Requirement SPI.R2), The SPI uses the meki-dpte state of the policy contexts (Requirement
SPI.R3), The SPI requests the state of policy context updates with a constant frequency (Requirement
SPI.R4), The SPI receives artougate list of policy contexts at any time (Requirement SPI.R5),
Contextual policy representation uses proactive evidenfrem the attack graphs constructed via

the PANOPTESEC system (Requirement SPI.R7).

The nonfunctional requirements addressed by the SPI are the following: Communication with other
components is encrypted and authenticated (Requirement SPI.R8), and Maes8BRes the security

of resources associated to the evaluation process in terms of storage and computation (Requirement
SPI.R9).

In addition, as part of the experimentation strategy, we estimated the performance of the module in
terms of computation spedy while performing the combination of mitigation actions. As a result,
we successfully cover all design, functional and-hunttional requirements for the RFIA, SRD, and
SPI components.

4.1.3 Individual component V&V

The testing strategy consists in demongitig we cover the defined functional and non functional
requirements for theRFIA, SRD, and SPI componeifitee functional requirement tests can be
organized in three different parts: the component design is compliant with the requirements, the
component § able to generate successfully the expected outcome, and the RORI evaluation is
compliant with the specificationslable4, Table5 and Table6 summarize the tests and main retsu

for the SRD component, and the RFIA and SRteuaiponents respectively

SRD Test Cases and Executions

Test cases and their associated executions, evaluate the component capabilitiealyse a list of
mitigation actions per potential threat, obtaithe corresponding RORI value and generate the
response plans containing the evaluated mitigation actions. The evaluations are made for individual
and combined mitigations actions, based on a list of mitigation actions given as input or using
thresholds vales (e.g., the average of the RORI index for all the evaluated mitigation actions). Web
Service interfaces are used to exchange information between the component and the Integration
Framework, e.g., in order to request approval prior deployment of mitbgasictions.Table4shows

the requirements for the SRD component.

Table4 - SRD Test Cases

Case Description of the tests Results of the test

SRD.R1| The SRD evaluates the list | The output obtained is a Response Plan in a
mitigation actions per potetmal | format. The response plan is said to be valid sin
attack, and obtains thq is compliant to the latest Response Plan sche
corresponding RORI value given in the enriched response plan schema
contains the RORI index for the evaluat
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mitigation action(s).

SRD.R2

The SRD requests the R(
evaluation for every mitigatiol
action with the inputs provided b
the impact assessment

The test produces a valid set of Response H
(conformed to the Respae Plan JSON schema)
each individual mitigation action assigned to
given threat. Each response plan provig
information of the RORI index associated to
mitigation action.

SRD.R3

The SRD determines a threshold
be used as a reference point
select candidates to be combined

The test generates a set of response plans for
combined evaluation of the mitigation actions f
which the individual RORI index is greater thal
predefined threshold They are all valid respon;
plans since they are ompliant to the latest
response plan schema.

SRD.R4

The SRD evaluates combin
mitigation actions that can mitigat
a potential attack, with respect t
their RORI index

The SRD component communicates with the H
component in order to execute a RORI exibn
for a given threat on an organization (monitor
system) requesting to combine part or all t
mitigations actions assigned to such a threat. |
process produces a response plan (or a set of th
with the RORI index value of the evaluat
mitigation action(s).

SRD.R5

The SRD sends an enrich
response plan in order to reque
approval from the  securit

administrator before deploying th
mitigation actions

The Enriched Response Plan is correctly receive
the server in the Integration Framewortserver
response is OK). Additionally, the log registere
the Integration Framework showthe successfu
communication between the SRD and f
Integration Framework

SRD.R6

The SRD evaluates combinationg
mitigation actions within minutes

The output for all tests execution is producg
within minutes. For instance, A combination of
candidates with some restrictions generates a tq
number of 796 of candidates in a total elapsed ti
of: 0:00:00.507 (less than 1 second). For m
information, pleasaefer to Figure9.

SRD.R7

with othe
encrypted an

Communication
components is
authenticated

The SRD module communicates with ot
PANOPTESEC components and requests/co
the information required by the SPand RFIA
modules. The test case is accepted for ti
requirement by design inspection. In the Pull mo
for instance, the SRDmakes a successf
connection to the Integration framework an
retrieves information about the target systern
Additionally, the data is securelransferred
(encrypted) between the components over
cryptographic protocol.Additionally, in the Pus
mode, the integration framework connects to tl
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SRD via the SFTP server using a user and pas|
(authenticated). Additionally, the data is secur
transferred (encrypted) between the componer
over a cryptographic protocol.

SRD.R8

The SRD ensures the securty
resources associated to th
evaluation process in terms
storage and computation

The SRD component is executed on a Linux b
system, vhich allows setting security policies oy
the objects composing the module thanks to Liny
DAC mechanism. Additionally, t
authentication/authorization mechanisms providé
by Linux permits only to authorized users f{
execution of the RFIA module

RFA Test Cases and Executions

Test cases and their associated executions, evaluate the component capabilities in order to compute

the RORI value associated to mitigation actions. They test the requirements shdaiol@.
Table5- RFIA Test Cases

Case | Description of the tests Results of the test

RFI.R1| The RFIAprovides financial los| The RORI evaluatiorivgn by the execution of thi
considering both the consequend test is approximated to the results given in table
incurred by attacks as well as tho| and Il of a published scientific article. The res
provided by mitigation actions are not equal to the ones in the paper since 1

RORI indexes given in it are rounded up to
nearest whole number

RFI.R2| The RFIA provides the annual I{ The output obtained doesn't contain any errors
expectancy (ALE) value as requi| exceptions. From this execution it can be seen f{
for the RORI computation an organization is successfutleated, and a setf

threats is created. Each Threat is assigned to
organization by computing its ALE value.

RFI.LR3| The RFIA provides the Ann{ A set of Mitigation Actions is created and assig
Response Cost (ARC) as required to a ThreatFor each Mitigation Action an ARC va
the RORI computation is computed and assigned.

RFI.R4| The RFIA provides the Anny A set of PEPs is created. Each PEP is assigned
Infrastructure  Value (AIV) g organization by computing its AE¥lwe. The sum @
required for the RORI computation| all AEVs results into the AIV parameter.

RFI.LR5| The RFIA provides the R| A set of Mitigation Actions is created and assig
Mitigation (RM) as required for th| to a Threat. For each Mitigation Action an RM va
RORI computation is conputed and assigned.

RFI.R6| The RFIA determines combinatiof The output for all tests execution is produced witl
of mitigation actions within minute§ minutes. For instance, A combination of

candidates with some restrictions generates a tq
number of 796 of candidates in a total elapsed tin
of: 0:00:00.507 (less than 1 second). For m
information, please refer to Figure 1.

RFI.R7| Communication with othe| The RFIA module communicates only with the §
components is encrypted an modue; such communication is locally done
authenticated command lines and scripts executioithe SRI
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module is the one that communicates with oth
PANOPTESEC components and requests/collect
information required by the RFIA module. Hen
this requirement is fulflied by the test cases ary
test executions done for requirement SRD.R7

RFI.R8

The RFIA ensures the security
resources associated to th
evaluation process in terms ¢
storage and computation

The RFIA module is executed on a Linux b
system, which #&ws setting security policies ow
the objects composing the module thanks to Liny
DAC mechanism. Additionally, t
authentication/authorization mechanisms providg
by Linux permits only to authorized users f{
execution of the RFIA module

SPI Test&es and Executions

Test cases and their associated executions for the SRiauponent are presented ihable6.
Table6- SPI Test Cases

Case

Description of the tests

Results of the test

SPI.R1

The systm uses contextual securi
rules defined in terms of polig
violations

The SPI component uses information gathered ff
the target system that allows creating contexty
policy rules, instantiating security policies &
activating security rules usingrgactive evidence
extracted from that information.

SPIL.R2

The SPI uses contextual pol
representations for the activation g
rules

The SPI retrieves the most -tip-date information
from the target system and uses that information
create contextud policies and instantiate secur
policies to further active security rules.

SPI1.R3

The SPI uses the most -tgprdate
state of the policy contexts

By design, the Integration framework provides f
most upto-date information of the system to th
SRD ad SPI components. This is done using
Pull/Push transfers modes to retrieve/gath
information from the target system. The test cag
show how the SPI request the state of pol
context updates in PULL mode and how the P
mode is used to receive fronthe PANOPTES
system the state of policy context at any time.

SPIL.R4

The SPI requests the state of pol
context updates with a constar
frequency(i.e. pull mode).

The SPI component, via the SRD compon
retrieves information from the target systere.g.,
valid Network Inventory file, valid Proactive R
Profile, valid Reachability Matrix, etc.), in a
mode using a set of Web Service client interfaceg

SPI1.R5

The SPI receives an-tgpdate list of
policy contexts at any timé.e. push
mode).

The Integration Framework, using the SFTP se
makes a successful connection and pushes corrg
the new generated information required by the 9
component, e.g., a new Network Inventory, a n
Proactive Risk Profile, a new Reachability Ma
etc.
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SPI.R7| Contextual policy representatio The SPI component creates contextual policies
uses proactive evidences from tlf instantiates security policies using proact
attack graphs constructed via th evidences extracted from the Atk Graph.
PANOPTESEC system

SPI.R8| Communication with othe| The SPI module communicates only with the §
components is encrypted an module, such communication is locally done
authenticated command lines and scripts execution. The
module is the onlyone that comnunicates with
other PANOPTESEC components

requests/collects the information required by th
SPI module.

SPI.R9| The SPI ensures the security | The SPI module is execdteon a Linux base
resources associated to th system, which allows setting security policies 0
evaluation process in terms ( the objects composing the module thanks to Liny
storage and computation DAC mechanism. Additionally, t
authentication/authorization mechanisms provide
by Linux permits only to authorized users f{
executon of the RFIA module

4.1.4 Subsystem integration V&V

As it was aready introduced in the previous section, the integration and communication
requirements between subcomponents were tested and successful results were obtained. More
spedcifically, the test cas state that the different SRD inner sobmponents are executed on a

Linux based system and communicate among them using Command Line Interfaces, scripts and Linux
system calls.

Moreover, due to the fact thathe SRD module is a standalone component tigeed in Python and
running under a GNU/Linux Virtual Machine, the integration and communication with other system
modules is done via a proxy (deployed in the Integration Framework module) that handles the
communications with the other Java developed PRANBSEC components. As depictdegarel0,

the SRD components communicate with the proxy in order to request/received the needed data
types that will further be analysed to produce the expected proactive results.

Successful iefgration results were obtained from the test where the integration and interaction
between the component and the Integration Framework was tested. In those test cases is stated
that:

1 The component is able to receive information from the PANOPTESEC systéush mode
at any time. In this mode the Integration Framework (via the SRD Proxy) transfers the most
up-to-date information of the PANOPTESEC system to the component using a SFTP server.
The component is also able to receive the following data typestwbdlk Inventory,
Proactive Risk Profile, Reachability Matrix, Authorized Mitigation Action, Abstract Default
Security Policy, Abstract Response Policy Context, TRD Enriched Response Plan, SRD Selected
Response Plan and Attack Graph.

1 The component retiev&information from the PANOPTESEC system in a Pull mode using a
set of Web Services client interfaces. Those interfaces request to the Integration Framework
(via the SRD Proxty)e most upto-date or previous information of the PANOPTESEC system.
The modut is able to request the following data types Network Inventory, Proactive Risk
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Profile, Reachability Matrix, Authorized Mitigation Action List, Abstract Default Security
Policy, Abstract Response Policy Context and Attack Graph.

Figurel0- Proxy High Level Design

4.15 Unovered Specialized Requirements

All specialized functional and nduanctional requirements of the SRD component have been
covered.

4.1.6 Additional experimentations

Several test cases have been executed in order to etatha computation speed in the combined
evaluation of mitigation actions. The number of combination for a set ofmeafrictive candidates is
given by the expression X=2 (N+1), therefore, in case N=4, the number of combinations will be
equivalent b 11, in case N=12, the number of combinations is equivalent to 4083. Since the total
number of combinations grows exponentially, we measured the time at which the system is able to
perform the evaluation of multiple candidates. Results are plotted inreecas shown itfrigure 11
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